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Course Description
This course is an introduction to modern statistical, machine learning, and computa-
tional methods to analyze large and complex data sets that arise in a variety of fields,
from biology to economics to astrophysics. The theoretical underpinnings of the most
important modeling and predictive methods will be covered, including regression, clas-
sification, clustering, resampling, and tree-based methods. Student work will involve
implementation of these concepts using open-source computational tools. Additional
topics will be taught if time permits. Computing is done in R. The final project will
give students an opportunity to apply some of these methods to a dataset of their
choosing.

Key Learning Outcomes
❏ Introduce fundamental tools for building predictive models, including some "state-

of-the-art" methods in data science
❏ Understand the role of model assessment, comparison, and selection
❏ Learn how to use the vast collection of tools in R to implement the methods

learned
❏ Learn how to write and read pseudocde, and gain confidence in implementing

methods by hand
❏ Learn to effectively communicate results through written assignments and final

project presentation
❏ Have fun learning new methods

Textbooks and Course Materials
 Online Resources: Content (slides, homework, schedule) will be housed mainly

on the course website: https://math218-spring2023.github.io. I encourage you
to bookmark this website.

� textbook: There is no required textbook for this course. However, the following
may be useful:

– An Introduction to Statistical Learning with Applications in R, Second Edition,
J. Gareth, et. al.
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Class Expectations
♀ You are expected to physically show up to class and actively participate,

conditional on classes being in-person. You are an integral part of the class
community! Exceptions include previously-communicated illness or planned ab-
sence.

/ Please arrive on time. I expect everyone, myself included, to arrive on time and
dedicate full attention during the class. In turn, I will do my best to always end
class at the designated time.

§ Use of laptops will be often be necessary during the lectures and labs. How-
ever, please be respectful of both the professor and your peers. Please ensure
that your laptop has sufficient battery for the duration of the class.

 Cell phones should be turned to silent. I don’t mind cell phones in class, but
please silence them so as to not disrupt the class.

? Please ask questions!
 I encourage discussion amongst yourselves, especially for clarification or help!

However, please be mindful of volume so that the conversations will not be dis-
ruptive to the class.

Resources
❏ Office hours. This time is meant for you! Please come by to ask questions, chat

with me, or work on homework. You should never worry about disturbing me
during this time.

❏ One-on-one meetings. If you would like to meet with me one-on-one, please
schedule a meeting via my Calendly (https://calendly.com/beckytang/meet-with-becky)
or send me an e-mail.

❏ Your peers. I encourage students to work together and discuss material! How-
ever, unless the assignment explicitly states that it is to be completed as group
work, the submitted material must be your own.
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College policies and resources
Academic Integrity
As an academic community devoted to the life of the mind, Middlebury requires every
student to reflect complete intellectual honesty in the preparation and submission
of all academic work. Details of our Academic Honesty, Honor Code, and Related
Disciplinary Policies are available in Middlebury’s handbook.

Honor Code Pledge
The Honor Code pledge reads as follows: “I have neither given nor received unautho-
rized aid on this assignment.” It is the responsibility of the student to write out in full,
adhere to, and sign the Honor Code pledge on all examinations, research papers, and
laboratory reports. Faculty members reserve the right to require the signed Honor
Code pledge on other kinds of academic work.

Disability Access and Accommodation
Students who have Letters of Accommodation in this class are encouraged to con-
tact me as early in the semester as possible to ensure that such accommodations are
implemented in a timely fashion. For those without Letters of Accommodation, assis-
tance is available to eligible students through the Disability Resource Center (DRC).
https://www.middlebury.edu/office/disability-resource-center. The DRC provides
support for students with disabilities and facilitates the accommodations process by
helping students understand the resources and options available and by helping fac-
ulty understand how to increase access and full participation in courses. DRC ser-
vices are free to all students. Please contact ADA Coordinators Jodi Litchfield and
Peter Ploegman of the DRC at ada@middlebury.edu for more information. All discus-
sions will remain confidential.

Center for Teaching, Learning, and Research (CTLR)
The CTLR provides academic support for students in many specific content areas and
in writing across the curriculum through both professional and peer tutors. The
Center is also the place where students can find assistance in time management and
study skills. These services are free to all students. go.middlebury.edu/connect
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Grading
✸ Unless otherwise noted, assignments should be turned in on Canvas.
✸ Late work will always be considered within one week of the original due date.

Unless otherwise stated, the late policy is as follows: for every 24-hour period
the assignment is late, 10% from the maximum possible grade will be deducted.

✸ I will do my best to return assignments within one week of submission.
✸ Regrade requests: I do allow regrade requests, which must be submitted within

one week of when the assignment is returned. These should be entered as a
"Comment" on the corresponding assignment in Canvas, after which you must
notify me via e-mail that you have a regrade request. Keep in mind that regrade
requests do not guarantee points back, and may result in a lower score if I see
that I incorrectly marked something as correct.

Component Percentage

Labs 30%

Implementations 20%

Midterm 20%

Final Project 25%

Participation 5%

Types of assignments
✸ Lab. Assigned mostly weekly, labs are an opportunity for you to implement the

methods learned in class in R. There may be some conceptual questions in lab
assignments as well. Labs are usually started in class. Lowest score will be
dropped.

✸ Midterm exam. One midterm exam designed as an opportunity to assess your
conceptual understanding of the various statistical methods we’ve learned. The
exam will have both a computational and oral component. The midterm exam will
be related to the content discussed in lectures, labs, and homework assignments,
and will take place in the second half of the semester. More details will be given
as the midterm approaches.

✸ Final project. The purpose of the project is to apply what you have learned
throughout the semester to analyze an interesting data-based research question
of your choosing. The final projects will be completed in groups of 4-5 students,
and consists of a written component as well as an in-person class presentation.
The presentations are scheduled to take place during the last week of classes,
though there will be opportunity to revise the written portion up until the end
of finals. You must present the final project to pass the course. More details
will be given later in the semester.

✸ Participation. I expect you to be present and active learners in this course!
On lab days and days involving group work, your attendance will count towards
participation.
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General course structure
• Unless otherwise noted, all lab assignments will be released on Fridays and due

the following Thursday at 11:59pm
• Some weeks, you may have multiple assignments (e.g. both a lab and an imple-

mentation)
• Friday classes will generally be reserved as lab days
• Implementation assignments will always be started in class, with due dates vary-

ing by the assignment

Tentative Course Content

NOTE: The dates and content below may be modified due to the requirements of the
class. Also, the indicated dates of course content and homework may be moved back-
ward or forward depending on class progress and my conference travel. Midterm and
final project dates will not change.

Week Date Topic

1 2/14 T - Welcome!

R - What is Statistical Learning?

F - Lab: Coding in base R.

2 2/21 T - Linear regression

R - Linear regression (cont.)

- Lab due at 11:59pm

F - Lab: Linear regression.

3 2/28 T - Logistic Regression

R - Logistic Regression (cont.)

- Lab due at 11:59pm

F - Lab: Logistic regression.

4 3/7 T - KNN

R - KNN (cont.)

- Lab due at 11:59pm

F - Implement KNN

5 3/14 T - Resampling

R - Resampling (cont.)

- KNN implementation due at 11:59pm

F - Resampling: implement

- Introduce final project

- 3/20 Spring break

6 3/28 T - Bootstrapping
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R - Bootstrapping (cont.)

F - Imbalanced data

- Computational component of midterm assigned 12:00pm

Su - Computational component of midterm due 12:00pm

7 4/3 M - Oral component of midterm

T - Decision trees

R - Decision trees

F - Lab: Decision trees.

8 4/11 T - Project work day

R - Bagging and random forests

F - Spring symposium: no classes

- Project proposals due at 11:59pm

9 4/17 M - Last day to drop classes

T - Bagging and random forests (cont.)

R - Lab: Bagging and random forests.

F - Project work day

- Project plans due at 11:59pm

10 4/25 T - K-means clustering

R - K-means clustering (cont.)

F - K-means clustering implementation

11 5/2 T - Project drafts due in class for peer review

R - Hierarchical clustering

F - Hierarchical clustering (cont.)

12 5/9 T - Lab: Unsupervised learning.

R - Project work day

- Projects due at 11:59pm

F - Project presentations

5/15 M - Project presentations or no class
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